
Visual tracking, mathematical representation of matrix multiplication 

Visual tracking 

Visual tracking is a fundamental component of augmented reality (AR) systems. It involves 

continuously monitoring and recognizing real-world objects or features in a video feed from a 

camera to determine their position and orientation in real-time. This information is crucial for 

overlaying virtual objects or information onto the real-world scene accurately. Here's how visual 

tracking works in augmented reality: 

1. Object Detection and Initialization: 

The AR system starts by identifying and initializing tracking on specific objects or features in the 

camera's view. These objects are often chosen as anchor points for AR content placement. 

2. Feature Extraction: 

The system extracts distinctive features from the chosen objects. These features can include points, 

edges, corners, or other visual characteristics that make the object recognizable. 

3. Tracking Algorithm: 

The system uses a tracking algorithm to follow the movement of these extracted features over 

consecutive video frames. Common tracking algorithms include Kanade-Lucas-Tomasi (KLT) 

tracking, feature-based tracking, or optical flow tracking. 

4. Pose Estimation: 

As the features move within the video frames, the AR system calculates the object's pose (position 

and orientation) relative to the camera. This involves solving for the transformation matrix that 

aligns the 3D coordinates of the tracked features with their 2D projections in the video frame. 

5. Object Persistence: 

To maintain a stable AR experience, the system must ensure that the tracked objects remain 

recognizable even when partially obscured, changing lighting conditions, or from different 

viewing angles. Robust tracking algorithms are designed to handle these challenges. 

6. Occlusion Handling: 

When real-world objects or hands occlude tracked objects, the AR system needs to handle this 

gracefully. Some systems use depth sensors or additional cameras to help detect and handle 

occlusions. 

7. Error Correction: 

Visual tracking is prone to drift or errors over time due to various factors, such as noise in the 

camera feed or inaccuracies in feature tracking. To mitigate this, error correction techniques, such 

as sensor fusion with IMUs (Inertial Measurement Units), can be employed. 

 

 



8. Reinitialization: 

If tracking is lost, or the system is unable to maintain the pose estimation, it may need to reinitialize 

by detecting and selecting new anchor objects or features. 

9. Rendering and Display: 

Once the pose of the tracked object is determined accurately, the AR system renders and overlays 

virtual content onto the real-world scene, taking into account the object's pose. This gives the 

illusion that the virtual objects are part of the physical environment. 

Visual tracking is essential for creating convincing and interactive augmented reality experiences. 

It allows virtual objects to interact with and respond to the real world in real-time. This technology 

is used in various AR applications, including gaming, navigation, remote assistance, and industrial 

training, among others. Advanced AR systems often combine visual tracking with other sensors 

like depth cameras or LiDAR to enhance tracking accuracy and robustness. 

 

 

Mathematical representation of matrix multiplication 

Matrix multiplication is a fundamental mathematical operation in augmented reality (AR) when 

transforming and combining various transformations to position and orient virtual objects correctly 

in the real world. In AR, matrices are used to represent transformations such as translation, 

rotation, and scaling. Here's a mathematical representation of matrix multiplication in AR: 

Suppose you have two matrices A and B representing transformations: 

Matrix A (Transformation T1): 

| a11  a12  a13  a14 | 

| a21  a22  a23  a24 | 

| a31  a32  a33  a34 | 

|  0      0      0      1   | 

 

Matrix B (Transformation T2): 

| b11  b12  b13  b14 | 

| b21  b22  b23  b24 | 

| b31  b32  b33  b34 | 

|  0       0      0       1  | 

 



The matrices are typically 4x4 matrices with the last row representing the homogeneous coordinate 

system, which allows for translation transformations. 

To multiply these matrices in AR, you perform a standard matrix multiplication: 

Matrix C (Resultant Transformation T3): 

C = A * B 

The resulting matrix C, often referred to as the composition of transformations, represents the 

combination of transformation T1 (A) followed by transformation T2 (B). 

 


